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This paper proposes a definition of what it means for one systescription language to encode
another one, thereby enabling an ordering of system déiserilanguages with respect to expressive
power. | compare the proposed definition with other definiiof encoding and expressiveness found
in the literature, and illustrate it on a case study: conmggiie expressive power of CCS and CSP.

1 Introduction

This paper aims at answering the question what it means ®ianguage to encode another one, and
make this definition applicable to order system descripégmguages like CCS, CSP and thesalculus
with respect to their expressive power.

To this end it proposes a unifying concept of correct traimsisbetween two languages, and adapts it
to translationaup toa semantic equivalence, for languages with a denotati@maastics that interprets
the operators and recursion constructs as operations drofsdues, called @omain Languages can
be partially ordered by their expressiveness up to the chegaivalence according to the existence of
correct translations between them.

The concept of a [correct] translation between system g&nT languages (gprocess calcu)iwas
first formally defined by Boudol [7]. There, and in most othelated work in this area, the domain in
which a system description language is interpreted cansfdhe closed expressions from the language
itself. In [18] | have reformulated Boudol's definition, vididropping the requirement that the domain
of interpretation is the set of closed terms. This allowst @oes not enforce) a clear separation of
syntax and semantics, in the tradition of universal algeNevertheless, the definition employed|in/[18]
only deals with the case that all (relevant) elements in tiraaln are denotable as the interpretations of
closed terms. Examplés$ 1 dnd 2 herein will present situsitidmere such a restriction is undesirable. In
addition, both[[7] and [18] require the semantic equivaderainder which two languages are compared
to be a congruence for both of them. This is too severe actstrito capture some recent encodings.

The current paper aims to generalise the concept of a cdrawdlation as much as possible, so
that it is uniformly applicable in many situations, and nagtjin the world of process calculi. Also, it
needs to be equally applicable to encodability and separatisults, the latter saying that an encoding
of one language in another does not exists. At the same tintées to derive this concept from a
unifying principle, rather than collecting a set of critethat justify a number of known encodability and
separation results that are intuitively justified.

In Sectiong b and|9 | propose in fact two notions of encodangrect andvalid translations up te-.
The former drops the restriction on denotability antbeing a congruence for the whole target language,
but it requires~ to be a congruence for the source language, as well as theesimage within the
target. The latter drops both congruence requirementsathilie expense of requiring denotability by
closed terms. In situations whereis a congruence for the source language’s image within tigetta
languageand all semantic values are denotable, the two notions agree.
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2 Correct translations and expressiveness

A language consists dyntaxand semantics The syntax determines the valid expressions in the lan-
guage. The semantics is given by a mapgingthat associates with each valid expression its meaning,
which can for instance be an object, concept or statemenis mhapping determines the sét of all
objects, concepts or statements that can be denoted imidpgelge, namely as its image.

A correct translation of one language into another is a nrapfvom the valid expressions in the first
language to those in the second, that preserves their ngeduginsuch that the meaning of the translation
of an expression is the same as the meaning of the expressiantbanslated. In order to formalise this,
| represent a languag®’ as a paifT ¢, ]4) of a setT » of valid expressions it and a surjective
mapping[ |, : Ty — Z¢ fromT & in some set of meaningg ».

Definition 1 A translationfrom a language? into a language?” is a mappingZ : Ty — T o Itis
correctwhen[.7 (E)] ,» = [E] & for all E € T ». Language?” is at least agxpressives. if a correct
translation exists.
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Figure 1: The essence of a correct translation

This fundamental notion is illustrated in Figure 1. It is matrd to see that a correct translation from
Z to ¢ exists if and only if anything that can be expressed4rcan also be expressed i, i.e. iff
Dy C D

In this paper | will argue that this simple notion of a corré@nslation, when instantiated with
appropriate proposals for ] and 2, is a suitable definition of an encoding from one system diatsan
language into another, and thereby a suitable basis fasifsliamgy such languages w.r.t. expressiveness.

3 Dividing out a semantic equivalence

Definition 2 A process graplover an alphabefct is a triple (S ,—) with Sa set ofstates | € Sthe
initial state and— C Sx Act x Sthetransition relation

In other words, a process graph is a labelled transitioreaystguipped with an initial state.

One way to apply the above definition of a translation to sysiescription languages like CCS and
CSP would be to take variable-free (and hence recursia)-frersions of those languages, and to define
the meaningP] of a CCS or CSP expressidhto be the process grafbe := (S P,—) with as set of
statesSthe set of all CCS/CSP expressions, as initial state theeegfumP, and— being the transition
relation generated by the standard structural operatiggralntics of these languages. A variant of this
idea is to reduc&to the states that areachablefrom P by following transitions.

Now it happens to be case that the reachable part of eachssrgcaph that can be denoted by a CSP
expression igsomorphic but in general nogéqual to one that can be denoted by a CCS expression. As
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an example consider the CCS and CSP constanisdation In CCS this constant is called O whereas
in CSP it is calledsTOP. The operational semantics generates no outgoing tramsitf either process.
It is therefore tempting to translate the CSP constamipinto the CCS constant 0. Yet, this is not a
correct translation in the current set-up, as the processhgwith initial state 0 and no other states or
transitions is different from the one with initial staggoP.

One way to deal with this anomaly is to relax Definitich 1 by digfi) an appropriate semantic
equivalence- on Z¢ U Z 4 and merely requiring that the meanings of an expressiontarnichnslation
areequivalent

Definition 3 A translation.7 : T — T & from a language? into a language?” is correct up toa
semantic equivalence on Z¢ U 24 when[.7 (E)] » ~ [E]  forall E € T &.

In the example above, an appropriate candidate-foould be isomorphism of reachable parts.

In some sense, introducing an appropriate semantic equis@d-, or maybe a preorder, appears to
be the only reasonable way to allow intuitively correct flations, such as of O lgror. Nevertheless, it
need not be seen as a relaxation—and hence abandonmentfifi@€l], but rather as an appropriate
instantiation. Namely the meaning of a CCS or CSP expred3iisnno longer a process grapi) but
instead the equivalence cld€3.. of all process graphs i@ccsU Zespthat are equivalent tG.

Observation 1 Let . = (T y,[ ] ) and#' = (T,[ ] 4 ) be two languages, an@ : Ty — T a
correct translation between them up to an equivalenom Y4 U Y. Then.7 is a correct translation
between the languagé® «,[ |) and(T «,[ | ), where[E], is defined to beé[E] ., ]..

Hence, correct translations up to some equivalence carelpeasespecial cases of correct translations. In
doing so, it may appear problematic that the meafig, of an expressiok € T o becomes dependent

on the semantic domaif# of the other language, namely B[, being the class of all processes in
24U 24 that are equivalent withE] ... This worry can be alleviated by using, insteadaf U 2o/,

a natural class of which bot » and 2 o are subsets. In the example above this could for instance be
the class of all process graphs (over a suitable alphabet).

4 Translating operators

Up to isomorphism of reachable parts, so certainly up tossrarquivalences such as strong bisimilarity,
the variable-free fragments of CSP and CCS with finitary ohaire equally expressive. Namely each
of them can express exactly the (equivalence classes df finbcess graphs. Here a process graph is
finite if it has finitely many states and transitions, and ngpk In fact, these languages do not lose
any expressiveness when omitting their parallel compossti for parallel composition is not needed to
denote any finite process graph.

Hence the treatment above does not address the questiohewrloge of theoperatorsof one lan-
guage, such as parallel composition, can be mimicked by aratp or combination of operators in the
other. This is to be blamed on the absence of variables. Orcadmit variables in the language, the
CCS parallel composition corresponds to the CCS expre3§idnwhereX andY are process variables,
and a correct translation to CSP ought to translate thisesspn to a valid CSP expression—a CSP
context built from CSP operators and the varial{esndY.

Henceforth, | consider single-sorted languagésn which expressionsr termsare built from vari-
ables (taken from a se®”) by means of operators (including constants) and posséstyrsion con-
structs. The semantics of such a language is given by a domain of v&8luasd an interpretation of

1in Sectior Y two postulates will be presented that restnietdass of languages considered in this paper.
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eachn-ary operatorf of . as am-ary operationf® : D" — D onD. Using the equations

Xlg(P)=p(X) and  [f(Ey....En)]»(p) = fP([E1] £ (0),...,[En] »(0))

this allows an inductive definition of the meaning] ., of an Z-expressiorE as a function of type
(Z— D) — D, associating a valuiE] o, (p) € D to E that depends on the choice ofauationp: 2 —D.
The valuation associates a value fr@hwith each variable. MoreovefE] ., (p) only depends on the
restriction ofp to those variables that occur freeln In this setting, the clas® ¢ of possible meanings
of .Z-expressions is a subclass (@ — D) — D. Hence, a translatiot¥ : T ¢ — T & between two
such languages” and .’ that employ the same set” of variables and are interpreted in the same
domainD is correct wher.7 (E)] . (p) = [E] (p) for all E € T & and all valuationg : 2" — D.

Since normally the names of variables are irrelevant andardinality of the set of variables satisfies
only the requirement that it is “sufficiently large”, no gealgy is lost by insisting that two (system de-
scription) languages whose expressiveness is being ceahpanploy the same set of (process) variables.
On the other hand, two languag&éand.#’ may be interpreted in different domains of valizandD’.
Without dividing out a semantic equivalence, one must trtkist D C D’; otherwise no correct transla-
tion from_Z into ¢ exists. WherD C D’ also(Z" — D) C (2" — D’), so any functio 2" — D’) — D’
restricts to a functiori.2” — D) — D'. For the purpose of comparing the expressive power’aind %,
the semantics a2’ can be taken to be the mappipg o, : T o — (2" — D) — D’), where[E] .. (p)
with E € T & is considered for valuations: 2~ — D only. This restriction entails that when translating
Zinto ¢’ | compare the meaning d¥-expressions and their translations only under valuatidtisin
the domairD in which . is interpreted. A translatiotV : T » — T & from . to ¢’ remains correct
when[.7 (E)] »(p) = [E] »(p) for all E € T ¢ and all valuationg : 2" — D.

Example 1 Let.Z be the language whose syntax consists of a binary opefaioterpreted as addition
in the domainN of the natural numbers. SB ¢ contains expressions suchXs- (Y +2Z). ¢’ is the
language with unary operatogsand In(x), interpreted as exponentiation and the natural logarithiie
realsRR, as well as the binary operatarof multiplication. If you do not like partial functions, tltmmain
R can be extended with a special vallego capture undefined outcomes. Note that- IR. Using that
In(e¥) = x, the Z-expressiorX +Y can be translated into th&’-expression Ite* x e'). Using this, a
translation.7 : T — T o is defined inductively by7 (X) := X and.7 (E+F) := In(e”® x 7 (®)),

5 Correct translations up to a congruence

This section aims at integrating the instantiations of tb&om of a correct translation proposed in Sec-
tions[3 and 4. LetZ and.¥’ be two languages of the type considered in Sedtion 4, withas&m
mappings] |4 : Ty — (2 —V)—=V)and] |4 : Ty — ((Z — V') — V). HereV andV’ are
domains of interpretation prior to quotienting by an appiate semantic equivalence; they might be sets
of process graphs with as states closed CCS expressiondosed €SP expressions, respectively. In
order to compare these languages w.r.t. their expressiwerponeed a semantic equivalensethat is
defined on a unifying domain of interpretatidy with V,V' C Z. LetU:={ve V' |Ive V.V ~ v}.

Definition 4 Two valuationsn,p : 2" — Z are~-equivalentn ~ p, if n(X) ~ p(X) for eachX € 2.

In case there exists\ac V for which there is nov-equivalentv € V', there is no correct translation
from . into ¥’ up to ~. Namely, the semantics o¥ describes, among others, how a@froperator
evaluates the argument valugand this aspect of the language has no counterpa#t’inTherefore, |

will require WweV.VeV.vV~v 1)
This implies that for any valuatiop : 2~ — V there is a valuatiom : 2~ — V' with n ~ p.
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Definition 5 A translation.7 from . into .¢” is correct up to~ iff (L) holds and
[Z(E)] & (n) ~[E] »(p) forall E € T & and all valuations) : 2" — V" andp : 2" — V with n ~ p.

Note that a correct translation as defined in Sedtion 4 istlgxacorrect translation up to the identity
relation. If a correct translation up to from . into .¢” exists, then~ must be a congruence for'.

Definition 6 An equivalence relation- is a congruencefor a language¥? interpreted in a semantic
domainV if [E] (V) ~ [E] »(p) for any_Z-expressiork and any valuations,p : 2" — V with v ~ p.

Proposition 1 If a correct translation up te- from . into .¢” exists, thenv is a congruence fof’.

Proof: Let.7 be a correct translation up tofrom . into .#’. LetE € T & and letv, p : 2" — V with
v~p. By (1)) there is a valuation : 2"— V' with n ~v. HencelE] ,(v) ~ [.7(E)] o»(n) ~ [E] »(p).0

The existence of a correct translation uptdrom .Z into .#”’ does not imply that- is a congruence for
Z'. However,~ has the properties of a congruence for those expressio# tfat arise as translations
of expressions afZ, when restricting attention to valuations irtto | call this acongruence fot7 (.%).

Definition 7 Let 7 : T — T & be a translation from? into .#’. An equivalence~ on T ¢ is a
congruence fot7 (Z) if [T (E)] (V) ~[7(E)] & (n) foranyE€ Ty andv,n: Z—Uwithv~n.

Proposition 2 If a correct translation up te from . into .#” exists, thenv is a congruence fof (.%).

Proof: Let.7 be correct up te- from .Z into .#’. LetE € Ty and letv,n : 2" — U with v ~ n. By
definition ofU there is gp : 2° — V with p ~ v. Hence[.7 (E)] (V) ~ [E] »(p) ~ [T (E)] & (n). O

In the rest of this section | will show how the concept of a eotrtransition up te- can be seen as an
instantiation of the notion of correct translation, analagly to the situation in Sectidnl 3. To this end |
need to unify the types of the semantic mappings, and[ |, sayas |, : Ty — ((Z —E)—D)
and| ]y Ty —- (£ —E)— D)E This unification process involves dividing out the semantic
equivalence-, as well as changing the type of a semantic mapping withoypésing with the essence of
its meaning. Below | propose two methods for doing so. Therfiethod applies wher is a congruence
for both ¥ and.#’, whereas the second merely requires that it is a congruemc# f In both cases,
the semantic mappings [, and] ], can be understood to be of typ&sy — (2" — V) = Z)
andT o — (2 — V') — Z), respectively. Dividing out- yields the quotient domaib :=Z/~:=
{[Z~ | z€ Z}, consisting of the~-equivalence classes of elementsZgftogether with the mappings
[17: Ty — (2 —V)—=D)and] [ : Ty — (2 V') = D), where[E](p) := [[E] 4 (p)]--

5.1 Translations up to a congruence for both languages

Let ~ be a congruence for botly and.¥”’. TakeW :={V' € Z| 3ve V. v~ V'} and likewiseW' :=
{V'ezZ|3v eV .V ~V'} FurthermoreC : =W/, andC' :=W’/.. By (@),W C W’ andC C C' CD.

Now | ], can be recast as a function of tyjie, — ((Z — C) — D); namely by definindE] ", (0)
with 6 : 2" — C to be[E],(p), for any valuatiorp : 2” — V such thatB(X) = [p(X)]. forall X € 2.
The congruence property ef ensures that the valu&],(8) € D is independent of the choice of the
representativep(X) in the equivalence classé$X).

Likewise,[ ] can be recast as a function of tyfie,, — ((2" — C’) — D), which, as in Sectionl4,
can be restricted to a function of tyfey» — ((2° — C) — D). Atranslation.7 : T ¢ — T o from
£ into ¢’ can be defined to beorrect up to~ when [1) holds and.7 (E)],,(6) = [E](0) for all
E € T and all valuation® : 2" — C. Itis not hard to check that this definition agrees with Dé&fni3.

2In fact, it suffices to obtain mappings] , : T — ((2°—E) = D)and[ [, : Ty — (2 — E') - D') satisfying
(Z -E)—D)C((2 —FE')—D'), and henc&' = E andD C D'. However, any mapping |, : T ¢ — ((2"— E) — D)
is also amapping |, : Ty — ((2 — E) — D), so one can just as well ug for D.
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5.2 Translations up to a congruence for the source language

Let ~ be a congruence fof’. Recast |, as a function of typél'» — ((2" — U) — D) by defining
[E]%(n) with n : 2~ — U to be[E](p), for any valuationp : 2~ — V with p ~ . The congruence
property of~ ensures that the valug&],,(n) € D is independent of the choice of the representative
valuationp.

SinceU C V also(Z" — U) C (2" — V), and therefore any functionZ” — V) — D restricts to a
function (2" — U) — D. This way,| ]|, can be recast as a function of tyfis,: — ((2° — U) — D)
as well, and unification is achieved. Now a translatién T ~ — T ¢ from . into ¥’ can be defined
to becorrect up to~ when (1) holds and.7 (E)](n) = [E] »(n) for all E € T & and all valuations
n: 2 — U. ltis straightforward that this definition agrees with Défon [5.

6 A hierarchy of expressiveness preorders

An equivalence~ on a clas< is said to bdiner, stronget or more discriminatinghan another equiva-
lence=onZif p~q= p~qforall p,geZ.

Theorem 1 Let .7 : Ty — T & be a translation from? into .¢’, and let~,~ be congruences for
T (%), with ~ finer than~. If 7 is correct up tov, then it is also correct up te.

Proof: LetU™:={V eV'|3dveV.v~V'}. Let.7 be correct up te-. Then[.7 (E)] . (n) ~ [E] »(p)
foralE€ Ty andalln: 2 — V' andp : 2°— V with n ~ p. To establish that” also is correct up to
~,letEcTy,v: 22—V andp: 2 — V withv =~ p. Taken : 2" — V' with n ~ p—it exists by [(1).
Then[.7 (E)] »(n) ~ [E] »(p) and henc€.7 (E)] .(n) = [E] »(p). By (@) bothn andv are of type
2 — U~ Since~ is a congruence fof (%) andv~n, [7 (E)] »(v) = [7(E)] »(n) = [E] & (p).0

When it is necessary to divide out a semantic equivaleneegtiality of a translation depends on the
choice of this equivalence. In no way would | want to suggest & language?”’ is at least as expressive
as.Z when there is a correct translation.gf up to someequivalence—the equivalence doex appear
in the scope of an existential quantifier. In fact, this womldke any two languages equally expressive,
namely by using the universal equivalence, relating anygwaesses. Instead, the equivalence needs to
be chosen carefully to match the intended applicationseolgthguages under comparison. In general, as
show by Theorerml1, using a finer equivalence yields a stratigan that one language can be encoded
in another. On the other hand, when separating two langugjasd.#’ by showing that? cannotbe
encoded in?’, a coarser equivalence generally yields a stronger claim.

The following corollary of Theoreml 1 is a powerful tool forgwing the nonexistence of translations.

Corollary 1 If there is a correct translation up tefrom . into .¢”’, and~ is a congruence faof”’ that
is coarser than-, then= is a congruence faf’.

Proof: By combining Theorerhl1 and Proposition 1. O

Proposition 3 If ~ is a congruence for a languadé, then the identity is a correct translation up-~to
from £ into itself.

Proof: Immediately from Definitionkl5 arid 6. O

Theorem 2 If correct translations up te exists from.#] into % and from.% into .43, then there is a
correct translation up te- from % into .%3.
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Proof: Fori=123let] |4 : Ty — (£ —Vi)—Vi),andfork=12let % : Ty — Ty, be
correct translations up te from % to 1. | will show that the translatiot¥z0 .71 : T ¢, — T &, from
2 10 .43, given by %0 71 (E) = %(21(E)), is a correct up to-.

By assumption][71(E)] &, (n) ~ [E] &, (p) forallE € Ty and alln : 27 — Vyandp : 27— Vi
with n ~ p, and likewise[ 72(F)] ¢, (V) ~ [F] 4 (n) forall F € Ty and allv: 2" — Vg andn :
X —=+Vowithv~n. LetEcTg,v:Z = Vzandp: Z — V with v ~ p; | need to show that
(720 A(E)] (V) ~ [E] 4 (0).

Letn : 2 — V; be a valuation witly ~ p—it exists by [1). Therv ~ n. TakingF := Z1(E) one
obtains] 7(.74(E))] ,(v) ~ [74(E)] 4, (n) ~ [E] 1 (p)- o
Definition 8 A language?”’ can expres®r is at least as expressive adanguage? up to ~, if there
exists a correct translation up tofrom . into .¢".

Theoreni 2 shows that this relation is transitive. Restlittelanguages for whick- is a congruence, it
is even a preorder.

7 Compositionality

A substitution in.Z is a partial functiono : 2" — T & from the variables to theZ-expressions. For a
given Z-expressiorE € T ¢, E[g] € T ¢ denotes theZ-expressiorkE in which each free occurrence
of a variableX € dom(o) is replaced byo (X), while renaming bound variables i so as to avoid a

free variableY occurring in an expressioa(X) ending up being bound i&[g]. In general, a given

expressiorE € T ¢ can be written in several ways B$o|. For instance, ifZ features a binary operator
f, a unary operatog and a constart, then the ternf(c,g(c)) € T & can be written a& [g] with

e F=1(X)Y),o(X)=canda(Y)=g(c), or

e F=1f(X,0(Y)),0(X)=cando(Y)=c, or

e F=f(c,g(X))ando(X) =c.
Likewise, in caseZ contains a recursion constrittx S, whereSis a set of recursion equatiols= Ey,
then the expressidixx{X = f(g(c),g(g(X)))}, in which the variable is bound, can be written &5 0]
with F = fixx{X = f(Y,9(g(X)))} ando(Y) = g(c).
Definition 9 AtermE € T ¢ is aprefixof a termF, writtenE <F, if F = E[o] for some substitutiomw.
Here< denotesy-recursion renaming of bound variables while avoiding capture of fragables.
SinceE[id] = E, whereid : 2° — T o is the identity, andE [0][£] = E[£ e 0], where the substitutiofie o
isgiven by(¢ e 0)(X) = o (X)[&], it follows that< is reflexive and transitive, and hence a preorder. Write

= for the kernel of<, i.e. E=F iff E<F AF <E. If E=F thenE can be converted intB by means
of an injective renaming of its variables.

Definition 10 AntermH € T & is aheadif H is not a single variable arlel < H implies thatE is single
variable orE = H. It is ahead ofanother ternt if it is a head, as well as a prefix &f.

f(X,Y) is a head off (c,g(c)), andfixx {X = f(Y,g(g(X)))} is a head ofixx{X = f(g(c),g(g(X)))}.
Postulate 1 Each expressiok, if not a variable, has a head, which is unique up=to

This is easy to show for each common type of system desarnifgioguage, and | am not aware of any
counterexamples. However, while striving for maximal gaiiy, | consider languages with (recursion-
like) constructs that are yet to be invented, and in view o§# this principle has to be postulated rather
than derived. This means that here | consider only langutigdssatisfy this postulate. | also limit
attention to languages where the meaning of an expressioveisant undeir-recursion.
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Postulate 2 If E = F then[E] , = [F] .

The semantic mapping] , : T« — ((Z — V) — V) extends to substitutions by [0] ., (p)(X) :=
[0(X)] »(p) forall X e 2" andp : Z"— V—hereao is extended to a total function lay(Y) :=Y for all
Y ¢ dom(o). Thus]o] is of type (2" — V) = (2 — V), i.e. a map from valuations to valuations.
The inductive nature of the semantic mapping,, ensures that

[Eloll#(p) = [El ([0l £ (p)) 2

for all expression€E € T &, substitutionsg : 2 — T ¢ and valuationsp : 2" — V. In caseE is

f(X1,...,%n) this amounts td f (Ey,...,En)] »(p) = fP([Ea] & (p),. .-, [En] »(P)), but (2) is more gen-
eral and anticipates language constructs other than éurs;tsuch as recursion.

Definition 11 A translation.7 from .# to .¢” is compositionalif .7 (E[o]) = .7 (E)[.7 o o] for each
EcTgyando: Z — Ty, and moreover7 (X) = X for eachX € 2.

In caseE = f(ty,...,t,) for certaint; € T ¢ this amounts to7 (f(ty,...,tn)) = E¢(Z(t1),...,7 (t,)),
whereEs := 7 (f(Xy,...,X%n)) andE¢(uy,...,uy) denotes the result of the simultaneous substitution in
this expression of the termg € T & for the free variable;, fori = 1,...,n. Again, Definition[11 is
more general and anticipates language constructs othefuhations, such as recursion.

Theorem 3 If any correct translation front to .#”’ up to ~ exists, then there exists a compositional
translation that is correct up to.

Proof. Pick a representative from eaghequivalence class of terms. Withe head of an expression E
| mean the chosen representative out ofthequivalence class of headsBf Now each ternE ¢ 2~
can uniquely be written ad[o], with H the head oE anddom(o) the set of free variables df.
Given a correct translatiorp, define the translatiorv” inductively by

T (X):=X forXe &

T (E):= Z(H)[Z oo] whenE £ H[o] as stipulated above.
First | show that7 is compositional, using induction df. So letE € T andé : 2" — T «. | have to
show that7 (E[£]) = .7 (E)[.Z7 o €]. The casé e .2 is trivial, so letE < H[o]. For each free variable
X of H, o(X) is a proper subterm d&, so by the induction hypothesig (a(X)[£]) = .7 (a(X))[Z o &].

Thus(7o(£e0))(X)=7((£e0)(X)) by definition of functional composition
=7 (0(X)[&]) by definition of the relatior® between substitutions
L 7(o(X ))[30 &] by induction, derived above; trivial X ¢ dom(o)

=((To0&)e(T00))(X) by definition of the relations ande.

This shows that the substitution® o (E e0)and(Jo&)e (T o0) are equal up t@-recursion, from
which it follows that thaf [.7 o (£ e 0)] £ (F[.7 0 0])[.7 o &] for all termsF € T 4.
Hence.7 (E[¢]) = 7 (H[o][€]) sinceE < H|a].

a

=7 (H[¢e0)) by the identity used already in proving transitivity of

=(H)[T o (Ee0)] by definition of 7

2 (F(H)[T00))[To&] derived above

=7 (H[0])[T 0 ¢&] by definition of.7

L T(E)T €& sinceE £ H[o].

It remains to be shown that is correct up to~, i.e. that].7 (E)] »(n) ~ [E] »(p) for all terms

E € Ty and all valuations) : 2" — V' andp : 2" — V with n ~ p. Letn andp be such valuations.
| proceed with structural induction dB. When handling a terr < H|[o], g(X) is a proper subterm
of E for each free variablX of H. So by the induction hypothesjs7 (a(X)] /(1) ~ [o(X)] »(p).
The valuation[o] .,(p) is defined such thato] ., (p)(X) = [a(X)] »(p) for eachX € Z". Likewise,
17 061 (n)(X) = [7((X)].4(n) for eachX € 2. Hence].7 0 0] (1) ~ [0] 4 (p). *)
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o [T(X)]»(n)=1X]x(n)=n(X) by definitions of.7 and] ] .,
~ p(X) sincen ~ p
= [X] »(p) by definition of[ ],.
o [T(H[O)] »(n)=[ZH)[T 00]] »(n) by definition of .7
= [Z(H)] £ ([T caly(n)) by @)
~ H] »([0] »(P)) by (*) above, as% is a correct translation
= [H[o]]«(p) by (2). O

Hence, for the purpose of comparing the expressive poweairgfuages, correct translations between
them can be assumed to be compositional.

8 Comparing the expressive power of CCS and CSP

As an application of my approach, in this section | quantify tliegree to which the parallel composition
of CSP can be expressed in CCS. It turns out that there existsect translation up to trace equivalence,
but not up to the version of weak bisimilarity equivalencatttakes divergence into account. This com-
bination of an encoding and a separation result is typica@mdomparing system description languages.
Here we see that for applications where divergence and biram¢ime are a concern, the CSP parallel
composition cannot be encoded in CCS; however, when limaarreasoning is all that matters, it can.

8.1 CCS

CCS [25] is parametrised with a set of names The sete/ of co-namess 7 := {@| ac &/}, and.Z :=
o/ U4 is the set ofabels The function is extended taZ by declaringa= a. Finally, Act:= ¥ U {1}
is the set ofactions Below, g, b, ¢, ...range overZ anda, 3 over Act. A relabelling functionis a

function f : ¥ — £ satisfyingf(a) = f(a); it extends toActby f(7) :=1. Let 2" be aseK,Y, ...of
process variablesThe sets” of CCS terms oprocess expressions the smallest set including:

a.E fora € ActandE € & prefixing

Siet Ei - for I anindex set and; € & choice

E|F forE,F €& parallel composition
E\L forLC ZandE e & restriction

E[f] for f a relabelling function an& € & relabelling

X forXe & aprocess variable
fixxS forS: 2" — & andX € dom(S) recursion

One writeskEy + E for 3 Ei with | = {1,2}, and 0 fory;coEi. A partial functionS: 2" — & is
called arecursive specificatianThe variables in its domaidomS) are calledrecursion variablesand
the equationy = S(Y) for Y € dom(S) recursion equations A recursive specificatio®: 2" — & is
traditionally written aY = S(Y) | Y € dom(S)}.

CCS is traditionally interpreted in the domaigds of closed CCS expressions up derecursion.
Hence a valuatiop : 2~ — Tccs, valuating each variable as a closed CCS expression, is jcisised
substitution. The semantic mapping]-g is given by[E[-4(p) := E[p]—a CCS expressiok eval-
uates, under the valuatign: 2~ — Tccs, to the result of performing the substitutignon E. In fact,
this is a common way to provide many system description laggs with a semantics. Consequently,
the distinction between syntax and semantics can, to a &igat, be dropped. It is for this reason that
the semantic interpretation functidn] rarely occurs in papers on CCS-like languages.

The “real” semantics of CCS is given by the labelled traasitfelation— C Tccsx Act X Tecs
between closed CCS expressions. The transitpass qwith p,q € Tccsanda € Actare derived from
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o Ej——E
aE-%E —— - (i€h
Yiel B — Ej
E-%E E-%E,F-4F F -9 F
EIF - E|F E|F — E/|F/ E|IF % E|F’
E-%SE,agLuL E-5FE S(X) [fixyS/Ylyedoms — E
E\L-% E\L E[f] 19 Ef) fixxS—2+ E

Table 1: Structural operational semantics of CCS

the rules of Tablgll. Formally a transitign-2- q is part of the transition relation of CCS if there exists
a well-founded, upwards branching treepf@of of the transition) of which the nodes are labelled by
transitions, such that

e the root is labelled by %+ g, and

e if ¢ is the label of a noda andK is the set of labels of the nodes directly abuvmen% isarule
from Table 1, with closed CCS expressions substituted wériablesE,F, .. ..

8.2 CSP

CSP[8[ 29, 9, 24] is parametrised with a sébf communicationsAct ;= &/ U {1} is the set ofactions
Below, a, b range over anda, 3 overAct. The set§” of CSP terms is the smallest set including:

STOP inaction

DIV divergence

(a—E) forac .« andEc & prefixing

EOF forE,Fe& external choice
ENF forE,Fe& internal choice
E||aF forE,F € & andAC & parallel composition
E/b forbe &7 andE € & concealment

f(E) for E € & andf : Act— Actwith f(1) = r and f~1(a) finite renaming

X forXe & aprocess variable
ux-E forEe &andX e & recursion

As in [29], | here leave out the guarded choice: B — P(x)) and the constarkun of [8], and the
inverse image and sequential compaosition operator, witlstemtskip, of [8,/9]. The semantics of CSP
was originally given in quite a different way![8| 9], blt [2pjovided an operational semantics of CSP
in the same style as the one of CCS, and showed its consistétictyhe original semantics. It is this
operational semantics | will use here; it is given by thesufeTabld 2. Let? = &7

8.3 Trace semantics and convergent weak bisimilarity

| will compare the expressive power of CCS and CSP up two seoequivalences: a linear time and a
branching time equivalence. For the former | talkeece equivalenc§23] and for the latter a version of
weak bisimilarity that takes divergence into account [22|#[44]—callecconvergent weak bisimilarity
in [17]. Unlike the standard weak bisimilarity af [25], thiglation is finer than the failures-divergences
semantics of [€, 29./9, 24].
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DIV - DIV (a—E)-%HE EMF-SE EMNF-F
E-5%FE F5F E——FE F——F
EOF - F EOF-%F EOF-SEOF EOF-SEOQF
E-9E (a¢A) E-5HE F-25F (an F-25F (aga
E|laF % E/||aF E|[aF -2+ E/||aF’ E||aF -2 E||aF’
E-2E E-%E (a#b E-%E
— — = e — UX-E -T5 E[uX-E/X]
E/b—E'/ Eb-SE/MD  fE) @ e

Table 2: Structural operational semantics of CSP

The relation= C Tces x Z* x Tees is the transitive closure of» that abstracts front-steps.
Formally, — is the transitive closure of and p A% g for n> 0 holds iff there areag, p1,---, Pn
with pp=p, pi_1 =2 pi fori =1,...,n, andp, = q. Below, T is a set that containggsand Tesp.

Definition 12 The setT (p) C .£* of tracesof a procesp < T is given bysc T(p) iff Ip. p== p.
Two processegp, g € T aretrace equivalentf T(p) = T(q).

Definition 13 A relation % C T x T is aweak bisimulatiorf25] if
e foranyp,p/,qe T ands e .Z* with pZgandp == p, there is & with == g andp' #(,
e foranyp,q,q € T ands € .Z* with pZqandq == ¢, there is g’ with p—= p’ andp’ £4q.
Two processep, q € T areweakly bisimilar p <, g, if they are related by a weak bisimulation.

All we need to know about theonvergentveak bisimilarity (t>$v) is that a process that has a divergence
cannot be related to a divergence-free process, and thatted to divergence-free processes it coincides
with weak bisimilarity. Here a procesms a divergencd it can do an infinite sequence of transitions
that from some point onwards are all labelled

Trace equivalence and (convergent) weak bisimilarity amgouences for CSP. The (convergent)
weak bisimilarity fails to be a congruence for theof CCS, a problem that is commonly solved by
taking its congruence closure. | do not need to do this wteamstating CSP into CCS, because correct
translations need not be a congruence for the whole tanggtidaye.

Note that even when restricting CCS to just 0, action prefixind-+, there is no correct translation of
this language into CSP up to the congruence closurepé-this is a direct consequence of Corollaty 1.

8.4 A correct translation of CSP into CCS up to trace equivalece

For any choice of a CSP set of communicatioss | create a CCS set of nameg and construct a
translation from CSP with communications fram into CCS with names fron®.

Let .= {a,d,a’ | a€ </}, consisting of 3 disjoint copies of/. ForA C 7, let Sy be the re-
cursive specification given by the single CCS equafidn=} ad.a’.a X + a.d’.X} andS, be

ac aca/—A
the recursive specification given by the single CCS equai®n- Z\aa’.&.x + aa’ X}. Now,
ac acay/—A

up to trace equivalence, and assuming Pdtatures names from? only, (P|fixxSa)\ < is a process
that differs fromP by the replacement of eachtransition by a sequence of transitioalg’a’ if a € A,
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and by the single transitioa’ otherwise. Likewise(P|fixxS,)\.« differs fromP by the replacement of
eacha-transition by ad if a € A, anda” otherwise. Lete’ := {d | a € &7}, and let the relabelling
function f be such thaff (a’) = a. Then the following is a correct translation of CSP into CGSti
trace equivalence.

T(X)=X
UX-E) = fixx{X = 7(E)}

T
J(a—E)=a7(E)
7 (sToP)=7(DIV) =0
J(ENF)=7(EOF)=7(E)+7(F)
T (E/b) = (7 (E)[fixx{X = b.X})\{b}
T (H(E)) = 7 (E)[f]
T (E[|aF) = (((Z (E)[fixxSa)\ e | (7 (F)[fixxSy)\ o) \ ") [f]

8.5 The untranslatability of CSP into CCS up to convergent wak bisimilarity

In this section | show that there is no translation of CSP &S up to convergent weak bisimilarity.
Suppose that7 is such a translation. Legi: 2" — Tcspandn : 27 — Tces satisfy p(X) = p(Y) =
(b— sTOP) O (b— (c— sToP) andn (X) = n(Y) = b.0+b.c.0. Thenp <4 n. So

T Xl ey = [7 KoYl ces(n) € Xlipe Ylessp) €4 b0+ bc.
Letv: 2 — Tcessatisfyv(X) = v(Y) = b.0. By the same reasoning as above
T (X|lipeyY) V] €4 bO.

Sinceb.0 has no dlvergence neither dog5(X || Y)[V], so there must be a stafee Tcces with

T Xlipg Y) V] = p 5. By [B, Proposition 7.1 (or 8)], it follows from the operatial semantics
of CCS that ifE[g] %+ qfor E € Tecs, 0 : 2 — Teesandg € Tecs, theng must have the forni [o”]
with F € T'ccsand for each variablé/ that occurs free i there is a variabl& that occurs free ik,
such that eitheo (Z) = o’(W) or o(2Z) LN o’ (W) for somef € Acti—moreoverF depends ofE and
on the existence of th@-transitions, but not any other property @f So, for somen > 0,

T (X| ey Y)[V] = Ea[vi] = Ea[va] = ... = Eq[vn] 5

where, for any free variablg of E;, v;(Z) is either 0 ob.0. This execution path can be simulated by
T (Xl (o, Y)[N] = Ea[ma] = Ea[nz] = ... = En[na] -~

wheren;(Z) = b.0+ b.c.0 iff vj(Z) =b.0 andn;(Z) =0 iff v;(Z) = 0—i.e. always choosing (Z) 20
overn(Z) b, co. By the properties ot En[Nn] % b.0+b.c.0. So there is a process,  1[Nn+1]
With En[nn] —2 Ens1[Nns1] =——S5. It must be thaEn.1[Nns1] €4 c.0.

The only rule in the structural operational semantics of @@$has multiple premises has a conclu-
sion with labelt. Furthermore, any rule with a-labelled premise, hasmlabelled conclusion. Hence,
since the transitiofts[np) b, Eni1[Nn+1] is not labelledr, its proof has only one branch. This branch
could stem from a transition from(X) or from n(Y), but not both. W.l.o.g. | assume it does not stem
from n (X).

3In general multiple occurrences Bfin E may give rise to different associated variaBlésn F.
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Leté : 2" — Tccessatisfyé (X) =b.0 andé (Y) = b.0+b.c.0. Since in the proofs of the transitions in
the above path fron¥ (X || ¢, Y)[n] the transitiom (X) P, c.0is never used, that path can be simulated

by y(XH{b,C}Y)[E] — El[fl] — EZ[EZ] 5 En[fn] i> En+1[fn+1]-

Note that.7 (X|| ;o Y)[€] £, b.0. Due to the properties of:y; the above derivation can be extended
with

En+1[fn+1] L> En+2[fn+2] L> L> En+k['§n+k]
ending in adeadlockstate, where no further transitions are possible. Thisvaon, in turn, can be

simulated by
Ent1[Nnt 1] e Ent2[Nn2] e UL Enik[NMnikl,

still ending in a deadlock state. This contradi&ts 1[Mn+1] 0. O

9 \Valid translations up to a preorder

Let.# and.#¢”" be languages with |, : Ty — ((Z —V)—=V)and] |, : To — ((Z = V)= V).
In this section | explore an alternative for the notion of aeoct translation up to an equivalense This
alternative doesn’t have a build-in requirement tkainust be a congruence fcﬁfﬂ however it only
deals with semantic values denotable by closed terms.

Let T« be the set of closed’-expressions, i.e. having no free variables. The meajig (p) of a
closed ternP € T ¢ is independent of the valuatign: 2° — V, and hence denoteld®] .

Definition 14 A translation.7 from . into ¢ respects~ if (I) holds and[.7 (P)] ,.(n) ~ [P] ., for
all closed.Z-expression® € T » and all valuations) : 2" — U, withU:={veV'|Ive V.V ~v}.

Observation 2 If .7 is a correct translation fron¥’ into .#’ up to~, then it respects-.

Usually one employs translation with the property that for anig € T & any free variable of7 (E) is
also a free variable dE—I call thesefree-variable respecting translationsr fvr-translations If there
is at least on@® € T o with [Q] ., € U, then any translatiot¥ from . into . can be modified to an
fur-translation.7° from . into .¢”, namely by substituting for all free variables of7 (E) that are
not free inE. This modification preserves the properties of respectirgnd of being correct up te.
An fvr-translation.7 from £ into " respects~ iff [7(P)] o ~ [P] o for all closed.Z-expressions
PeTe.

Observation 3 Let.7 : T » — T o be an fvr-translation fron¥ into .#”’, and let~, ~ be equivalences
(or preorders) on a clagsC V UV’, with ~ finer than~. If .7 respectsv, then it also respects.

The identity is a~-respecting fvr-translation from any language into itself

If ~-respecting fvr-translations exists froif; into %, and from.% into %3, then there is a--
respecting fvr-translation fron¥; into .%s.

Respecting an equivalence or preorder is a very weak cogsgtrequirement for translations. In spite
of the separation result of Sectibn8.5, there triviallyséxia translation from CSP to CCS that respects
%, or even strong bisimilarity. This follows from the obseiwa that—thanks to the arbitrary index
setsl anddom(S) that may be used for choice and recursion—up;mb every process graph is denotable
by a CCS expression. In particular, compositionality isénway implied by respect for an equivalence.
It therefore makes sense to add compositionality as a depaguirement. The following shows that
also the notion of a compositional-respecting transition is a bit too weak.

4Moreover, it may be a preorder rather than an equivalence.
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Example 2 Let. ¥’ be the language CCS without the recursion construct, bergreted in a domain of
arbitrary process graphs (similar to the graph model of AZ]R Let.# be the same language, but with
an extra operator /.Z that relabels all transitions intb The compositional translatiofr from . into
&' with 7(X/ %) =0 respectgjviv. This is because the interpretation of any closéexpression is a
process graph without infinite paths, and after relabebith¢gransitions intor such a graph is equivalent
to 0. Yet, there are process grapghs-those with infinite paths—that cannot be denoted by clogéd
expressions, and for whidd/.# <ﬁ\,¢\, 0, demonstrating tha? should not be seen as a valid translation.

Based on this, | add the denotability of all semantic valiea sequirement of a valid translation.

Definition 15 A translation.7 from . into .#" is valid up to~ if it is compositional and respects,

while . satisfies
WeV.IPeTy. [Ply=V. (3)

The following theorem (in combination with Theorém 3 and @ation2) shows that this notion of a
valid translation is consistent with the notion of a correahslation, and can be seen as extending that
notion to situations where is not known to be a congruence.

Theorem 4 Let 7 : T ¢ — T & be a translation fron®” into .#”, and~ be a congruence fo? (.%).
If 7 is valid up to~, then it is correct up te-.

Proof: Suppose7 is valid up~. Then[.7 (P)] ,(n) ~ [P] , for all all closed.Z-expression® € T &

and all valuations) : 2 — U. To establish that” is correct up tov, letE € T~ and letn : 2" — V' and

p: Z —V be valuations witl ~ p. Son : 2" — U. | need to show that7 (E)] ,(n) ~ [E] »(p).
Leto: 2" — T« be asubstitution witfia (X)] , = p(X) for all X € 2"—such a substitution exists

by (3). Furthermore, define: 2" — V' by v(X) :=[.7(0(X))] & (n) forall X € 2". Since7 respects

~ | havev(X) ~ p(X) forall X € 27; thusn ~p ~ v and alsov : 2" — U.

Hence[.7 (E)] »(n) ~ [T (E)] & (V) since~ is a congruence fof (.¥)

]
=[7(E)] ([ c0]4(n)) expanding the definition of
=[7(E)[T 20| & (n) by @)
=[Z(Ela])] »(n) by compositionality of7
~ [E[o]] & since.7 respects-
=[El#([0]y) by @)
=[E]l4(p by definition ofp. U

10 Related work

The greatest expressibility result presented so far is bgibwne [39], who showed that a wide class of
languages, including CCS, SCCS, CSP and ACP, are expeesild strong bisimulation equivalence in
MEIJE Vaandrager [41] established that this result cruciallyetwls on the use of unguarded recursion,
and its noncomputable consequencé&ffectiveversions of CCS, SCCS, Mie and ACP, not using
unguarded recursion, are incapable of expressing alltefieDe Simone languages. Nevertheless| [18]
isolated gprimitive effectivadialect of ACP (featuring primitive recursive renaming mers) in which
a large class of primitive effective languages, includinigniive effective versions of CCS, SCCS, CSP
and MEIJE, can be encoded. All these results fall within the scope efrtbtion of translation and
expressibility from[[7] and [18], and use strong bisimwiatias underlying equivalence.

In the last few years, a great number of encodability andragipa results have appeared, comparing
CCS, Mobile Ambients, and several versions of thealculus (with and without recursion; with mixed
choice, separated choice or asynchronaus) [6, 26, 28, 335140/ 11/ 14, 30,3, 4, 32,127,131 37] 13,
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43,[12] 21 34, 38, 42, 36, 35]; see [19] 20] for an overviewnWiaf these results employ different and
somewhat ad-hoc criteria on what constitutes a valid emgpdind thus are hard to compare with each
other. Gorlal[20] collected some essential features oktheproaches and integrated them in a proposal
for a valid encoding that justifies most encodings and sorparaéion results from the literature.

Like Boudol [7] and the present paper, Gorla requires a caitipaality condition for encodings.
However, his criterion is weaker than mine (cf. Definitlon) 11 that the expressiof; encoding an
operatorf may be dependent on the setnaimesoccurring freely in the expressions given as arguments
of f. The reason for this weakening appears to be that it provadesthod for freeing up names that
need to be fresh because of the special rdle they play irrdhslation, but might otherwise occur in the
expressions being translated.

To address the problem of freeing up names | advocate alglidifferent approach, already illus-
trated in Sectioh 814: Most languages with names are parse@tvith the set of names that are allowed
in expressions. So instead of the single language CCS, ithareincarnation CCS{) for each choice
of namese’. Likewise, there is an incarnation CS#) of CSP for eachs. A priori, these parameters
need not be related. So rather than insisting that for ewéithe language CCS{) encodes CSEY), |
merely require that for eacty’ there exists @8 such that CCS#¥) encodes CSE{). Now the transla-
tions obviously are also parametrised by the choice/ofand they may use namesd#— <« as names
that are guaranteed to be fresh. It is an interesting topitutare research to see if there are any valid
encodability results a 1a [20] that suffer from my proposée@ngthening of compositionality.

The second criterion of [20] is a form of invariance under eeasubstitution. It serves to partially
undo the effect of making the compositionality requiremeatne-dependent. In my setting | have not
yet found the need for such a condition. This criterion asfrsed in [20] is too restrictive. It for-
bids the translation of the input proceas).E from value-passing CCS [25] into the CCS expression
Svey &.E[V/X], where? is a given (possibly infinite) set of data values. The probigthat a renaming
of the single nama occurring in an expressida of value-passing CCS, say intpwould require renam-
ing infinitely many names, occurring in.7 (E) into by, which is forbidden in[[20]. Yet this translation,
from [25], appears entirely justified intuitively.

The remaining three requirements of Gorla might be seematirgj our a particular preordér for
comparing terms and their translations. Since in [20], dgJinthe domain of interpretation consists of
the closed expressions, ands generally not a congruence for the source or target lajggjane needs
to compare with the approach of Sectidn 9, wheres allowed to be a preorder. The preorder presup-
poses a transition system withtransitions (reduction), and a notion of a success staig;,campares
processes based on these attributes only.

Hence Gorla’s criteria are very close to an instantiatiomafe with a particular preorder. Further
work is needed to sort out to what extent the two approaches fedevant differences when evaluating
encoding and separation results from the literature. Aerotbpic for future work is to sort out how
dependent known encoding and separation results are ohdlserc equivalence or preorder.

As a concluding remark, many separation results in thealitee[14 | 30| 31, 37, 38, 21] are based
on the assumption that parallel composition translatesoneonphically, i.e.7 (E|F) = 9(E)|9(F)E
This applies for instance to the proof in [21] that there isvabid encoding from the asynchronouas
calculus into CCS. Iri [20] this assumption is relaxed, batdbparation proof of [20] hinges crucially on
the too restrictive form of Gorla’s second criterion. Wheatthe asynchronous-calculus is expressible
in CCS is therefore still wide open.

Acknowledgement My thanks to an EXPRESS/SOS referee for careful proofreadin

5This assumption is often defended by the theory that noneleonphic translations reduce the degree of concurrency of
the source process—a theory | do not share. Note that myldtammsof CSP into CCS in Sectidn 8.4 is not homomorphic.
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